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Abstract

We address the problem of testing security-relevant software, especially privileged (typically setuid root) and daemon programs in UNIX. The problem is important, since it is these programs that are the source of most UNIX security flaws. For some programs, such as the UNIX sendmail program, new security flaws are still discovered, despite being in use for years. For special-purpose systems with fewer users, flaws are likely to remain undiscovered for even longer. Our testing process is driven by specifications we create for the privileged programs. These specifications simultaneously define the allowed behavior for these programs and identify problematic system calls, regions where the program is vulnerable, and generic security flaws. The specifications serve three roles in our testing methodology: as criteria against which a program is sliced, as oracles against which it is tested, and as a basis for generating useful tests. Slicing is employed to significantly reduce the size of the program to be tested. We show that a slice of a privileged program (rdist) with respect to its security specifications is quite small. We introduce the Tester's Assistant, a collection of tools to mechanize the process of testing security-related C programs.

1 Introduction

Many of the security problems in UNIX are due to errors in privileged programs, in network daemons, or in unprivileged programs run by the superuser. Examples of such flawed programs include fingerd, ftp, and rdist. Security-related flaws in these programs have been discovered years after their release. Errors might still lurk undetected in these and other privileged programs (or in network software) until discovered by an attacker. Clearly, an approach to screening these programs that is more effective than the current practice is needed; this paper considers systematic testing as its approach to screening.

As a step towards a systematic approach to the testing of security-relevant programs, we consider property-based testing. Property-based testing uses specifications of important properties to produce testing criteria and procedures which focus on these properties in a systematic manner. Portions of the program which do not deal with properties of interest can be ignored. Analyzing only part of the program results in significant performance gains in testing algorithms.

For this application of property-based testing, specifications are produced for security properties of privileged programs. Most uses of specifications (e.g., for verification or for documenting design decisions) indicate "what the program is supposed to do." However, many security properties are negative, describing what the program should not do (i.e., don't let a user log on without a password). Thus, our specifications can take different forms, such as: the objects a program is allowed to access during execution, the identification of system calls that if improperly invoked would cause security problems, and characterizations of generic security flaws [1].

We use specifications for multiple purposes in our methodology, one of which is to generate slicing criteria. A slice of a program with respect to a criterion is a sub-program which has the same behavior as the full program with respect to the criterion. As an example of a useful slicing criterion for security, a security flaw in the login program might mis-assign a user id to the shell created at login; by slicing the login program with respect to the criterion "setuid system call," code that creates an erroneous user id would be identified. We show that slicing with respect to security properties can produce slices that are significantly smaller than
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1A privileged program is defined as a program with privileges that cross protection domains.
the original program. The testing effort can then be focussed on the slice.

This paper presents a specification model for describing security properties of programs, and translations from properties into slicing criteria. The slicer is one component of our Tester’s Assistant (see Figure 1), which mechanizes property-based testing; it slices C programs, and is implemented in the ELI [17] compiler construction toolset. Still under development are other components of the Tester’s Assistant (see Figure 1), including:

• a coverage analyzer, which determines the effectiveness of a set of tests with respect to a coverage measure. For security-related programs, data-flow coverage (the percentage of definition-use paths executed by a test suite) appears to be an effective measure.

• an execution monitor which analyzes audit trails produced by the underlying operating system (e.g., the kernel) during the execution of a privileged program. The audit trails are checked against the program’s specification. Audit trail analysis is augmented by automatically instru-

menting the slice to provide further information on the program’s state.

• a well-behavedness checker, which uses static analysis and testing techniques to identify pointer or array index overflow. Ill-behaved programs have been the source of several security problems.

In Section 2, we outline the security model used in property specifications. In Section 3, we define slicing and discuss the issues associated with it. In Section 4, we apply the property-based testing methodology to several example programs. In Section 5, we give an overview of the Tester’s Assistant implementation and report on current progress and design. Finally, in Section 6, we give our conclusions and future plans.

2 Security Specifications

There are three main uses of specifications in property-based testing:

1. as criteria for slicing.
2. as oracles for evaluating test runs.
3. to generate test data.

With respect to slicing, specifications provide descriptions of the variables and locations in the program, the variables and locations being “interesting” with respect to security. For more details, see Section 3. An executable specification can be used to determine if a test run produces correct results. Specifications can also be the basis for identifying interesting data values on which the program must be tested. See Section 5 for how the Tester’s Assistant uses specifications in the latter two ways.

Specifications are most useful when written in a formal language. This enables the use of automatic tools to process the specification. It is also possible to reason about the interaction of specifications for different programs and flaws, and to form an effective model for security specifications. In the remainder of this section, a model for UNIX security is introduced, and applied to specific UNIX objects and operations.

UNIX security model

In UNIX, some programs have privileges beyond those needed to carry out their job. This happens because the granularity of UNIX’s access control mechanism is not fine enough. A program which runs setuid
to root\textsuperscript{2} can make any change to the file system. It is necessary to determine that the actual changes these programs make do not indeed exceed their intended purpose. We provide security specifications for privileged programs, and then test the programs with respect to these specifications. For example, in UNIX, the "/bin/passwd" program is a setuid root program. Therefore, /bin/passwd can potentially do anything (e.g., plant a trojan horse, kill any process, shut down the system). We want to assure that the program is written so as to restrict what the user can make it do.

Not all security properties are negative. In the case of many authentication-related programs (such as login), we want to assure that the authentication is carried out before any privileged actions are taken.

To address these concerns, we create a security model for UNIX programs. A motivating factor behind the model is the desire to produce concise specifications for privileged programs, and to reason about the specifications.

Our model divides security specifications into three categories: general system requirements, the operating system interface specifications, and program-specific specifications. The basic primitives of the specifications are users, objects, and access rights and restrictions.

General system requirements are properties expressed as predicates which, in general, programs should not violate. An example of a system requirement is that the file that stores password information is not accessed, as this would be a breach of security\textsuperscript{3}. However, it is obvious that in some instances this requirement must be violated; when a program needs to perform an authentication of a user, a check is necessary against the information in the password file. The system requirements form a stronger barrier between programs and the system.

The second category of specifications defines the interface between programs and the operating system. Within the context of the interface, programs are allowed to violate first category specifications. Each system call that has security implications has a security-related specification. Some system calls have preconditions: predicates that must be satisfied if the system call is to be used in a secure manner. For example, the setuid system call, which gives access permission to a process, requires that the user be authenticated. This assertion results in the specification in Figure 2. This specification says that the user should be authenticated before the current user is given permissions. After the system call setuid is executed, and if no error code is returned, permissions are granted to that user, and the corresponding assertion is made in the security state of the system.

Library routines are also dealt with in this manner. Although it may be possible to break down library routines into their component computations and system calls, it is more efficient to assume that the standard libraries operate correctly, and to specify the library functions in the same way as system calls. The correctness of the libraries can be established in an independent test run. An important example of library routines is the password library, a set of routines which define a standard interface to the password file.

A program-specific specification indicates when a program is allowed to violate the restrictions of the first and second category of specifications. For example, to allow users to change their passwords or for new accounts to be created, special permission must be given to write to the /etc/passwd file. The program to change passwords, /bin/passwd, is given a specification which exactly specifies the scope of the changes it can make:

\begin{verbatim}
passwd(U:uid)
  write(password_file,U.password)
\end{verbatim}

Informally, the specification says that when a user executes the "passwd" program, the program can write only to the password file and only the field corresponding to the password of that user.

An additional category of specification describes safety properties and other generic flaws \cite{12} \cite{1}. Safety properties cover common programming mistakes such as lack of argument checking, and include the well-behavedness property, described in Section 3.
Specification Language

The syntax of the specification language includes constructs for:

- Specifying an abstract security model with assertions and predicates.
- Attaching assertions and predicates of the model to specific source code such as function calls and variable uses.
- Indicating how specification components can be related with constructors from temporal logic (e.g. before, until).

The UNIX security model expressed in this language includes the following primitives:

- the current user id (uid)
- special 'superuser' user id (root, or uid = 0)
- id's which have been authenticated
- authentication routines
- files/processes (an object in the file system)
- access permissions for files
- ownership of files
- special files - /dev/kmem /etc/passwd /bin/sh

We have determined that this list is sufficient for many programs, including ftp, login, rdist, and ps. Other programs which contained security flaws, including sendmail and fingerd, are not covered by this list of specification primitives. For these programs, some flaws are caused by a potential difference between code that is originally compiled and code that is actually executed, as code can be changed dynamically through overwriting variables on the stack and other ill-behaved operations. Such programs must also be tested against additional well-behaved type specifications.

Section 4 contains a discussion of how this security model covers UNIX security flaws.

3 Program Slicing

Program slicing is an abstraction mechanism in which code that might influence the value of a given variable or set of variables at a location is extracted from the full source code of a program. Weiser [18] originally implemented slicing for FORTRAN programs. Slicing is carried out with respect to a slicing criterion. In its simplest form, a criterion is a variable and a location in the program. There are two essential properties of a slice:

1. the slice must be executable;
2. for the same input values, the variable must have identical values at the corresponding locations both in the slice and the original program.

More complex criteria can involve multiple variables, multiple locations, and include forward slices which capture behavior of the program dependent on a particular variable usage.

A basic backward slice of a program is produced by first generating a combined control and data flow graph of the program, based upon the program's parse tree. Nodes that correspond to the slicing criteria for the basis of a slice. A node is added to the slice if it is a definition of the value of a node in the slice, if it is used in a computation of a node in the slice, or if it is part of a control point which dominates a node in the slice. The final slice is the subset of nodes of the flow graph which have been identified by the above algorithm. The slice can then be formatted in syntax appropriate to the original programming language.

Another slicing technique works forward through the parse tree, tracing the fan-out effect of a flow...
node. Combinations of backward and forward slicing (possibly with different criteria) can produce slices which more exactly characterize a program's behavior in some circumstances. This technique is called dicing [9]. Different ways in which forward and backward slicing are applied in property-based testing are discussed in Section 4.

The current version of our Tester's Assistant slicer does a data-flow breakdown of C programs, and finds simple slices\(^4\). The primary cost in slicing is in producing the data-flow representation. The largest example to which the slicer has been applied is the rdist server, which required nearly four thousand data-flow nodes, and took between fifteen and twenty seconds to produce on a Sparc10\(^5\).

By using slices as the basis of security testing, we are assuming that testing a slice is equivalent to testing the whole program. The equivalence of a slice and a program with respect to some narrow criterion does not necessarily imply the equivalence of test results. In the Tester's Assistant we rely on the completeness of the model defined by the security specifications to describe the properties of interest. For example, if there are other system calls that influence a property of interest but which are not specified accordingly, there is little the Tester's Assistant can accomplish. For properties that have not been defined (e.g., in our model, properties related to program correctness rather than security), testing program slices will give very little information. A test of a (correct) slice that was created with respect to a specification test that specification, but not necessarily anything else.

### 3.1 Well-behavedness

Difficulty arises when slicing C programs because the C language allows virtually unlimited pointer arithmetic as well as many forms of pointer (and function) aliasing. This lack of well-behavedness affects the correctness of slices because unexpected side-effects make a correct data-flow graph very difficult or impossible to calculate.

To address this, we make the often unrealistic assumption that pointers are well-behaved. A pointer is well-behaved if, once assigned to an object in memory, it does not, through pointer addition or typecasting, refer to a different object in memory. A program is well-behaved if all of its pointers are well-behaved. Lo [11] showed that static analysis can establish the well-behavedness property in many cases without requiring a proof of correctness. The well-behavedness property can also be tested with respect to appropriate well-behavedness specifications. Unfortunately, much of the power of C as a language derives from its being able to support ill-behaved operations. In many cases, this ill-behavedness is used in very specific ways from which it is possible to deduce an underlying well-behavedness property. For example, the use of void pointers and type casting to implement generic data structures, and the use of pointer arithmetic for array indexing are both classic ways in which what appears to be ill-behaved code is actually well-behaved.

There are two reasons why we are able to make the well-behavedness assumption and still be able to make strong claims about the results of property-based testing. First, as mentioned above, it is possible in some cases to statically check the well-behavedness property, as well as to identify the classic ways in which ill-behavedness is used. However, if this is not the case, and it is not possible to make the determination whether or not the program is well-behaved, then the fact that a determination was not able to be made is enough to raise a certain level of suspicion as to the security of the program.

Second, most of the code that is potentially ill-behaved is intrinsic to the nature of C and C++ languages, i.e., in the low level interaction of the language with the underlying system. So, while our examples are written in C and our prototypes are written to analyze C code, the general techniques of specification, slicing, and dataflow testing are actually easier and more technologically feasible if not applied to such a permissive language as C.

As a final note, even though ill-behaved code causes incorrect data-flow graphs and thus renders most of the Tester's Assistant analysis unusable, it remains possible to test against well-behavedness conditions. A running program can be considered well-behaved up to the time in which it makes its first out-of-bounds reference. If this reference is described in a well-behavedness criteria, sliced, and tested, then the analysis of this reference (since it is the first ill-behaved reference) is not tainted by the lack of well-behavedness in a program. In this way, provided that all the ways in which well-behavedness can be violated are specified, it is possible to use the Tester's Assistant for well-behavedness checking.

### 3.2 Slicing Criteria

Anything that can be described in terms of nodes in a dataflow graph can serve as a slicing criterion.
For example, the set of all function call nodes which correspond to setuid system calls is a valid set on which slicing can be performed. This assumes that the slicing algorithm is merely a backward arc closure algorithm, identifying all nodes which possibly influence the node(s) of interest. Slicing can also be accomplished with respect to two or more system calls or with respect to temporal factors, e.g., one of the system calls being required to be executed first (a permissions-checking call is executed before a file is read.)

The basic “unit” of a slicing criterion is a system or other function call, but there are different ways in which these units can be combined that could be of interest. So, when considering a specification language, these additional slice constructors can be used to map a specification to a slice.

From specifications we extract the system calls which are relevant, and slice with respect to them. Slicing of authentication routines poses some challenge, since in UNIX, authentication is not standardized in a single library or system call. It is important to identify specifically the code that is used in authentication and what that code does with correct and incorrect authentications.

Classically, slicing is performed to examine the behavior of a set of variables at a specific point in the program. When we slice for properties, the slicing criteria become more complex. In the simpler cases this involves the values of system call parameters at different points in the program in a cumulative way, i.e., the union of the individual slices. In other more complex cases, the desired slice is the intersection of slices, or is decided by more complex boolean formula. For example, when attempting to slice with respect to the setuid specification given in Section 2, the slice will contain all data paths which traverse setuid but do not traverse the authentication routine; in this case, a user would gain access without having provided a correct password. The specification of setuid indicates that paths which traverse both correct authentication and setuid are secure, and thus do not need further testing. Dicing methods can be used to construct this complex slice.

It is important to note that exact (minimal) slices for specifications often are not necessary. As long as a slice sufficiently reduces the size and complexity of the program, other static and dynamic analyses are made more efficient.

Some different security objects (like special files and passwords) might require forward slices. For example, if a password is typed into the system, we might want to see all the ways that the password is used within the program. If the use is not limited to an authentication routine, and for instance, the password is written (in plain text) to a file, this might arouse suspicion.

4 Examples

To apply the methodology of property-based testing, we take as examples UNIX privileged programs, and consider security properties of these programs. Security properties are easily isolatable from other program properties. In general, that portion of the program which deals with security-related objects (e.g., filenames and user ids) is a significantly small subset of the original program, so slicing is particularly useful in this case. Privileged programs provide us with a large example suite, many of which have widely known flaws. We can both evaluate the ability of the Tester’s Assistant in detecting these known flaws, and also determine if our system might find previously unknown flaws. Finally, these examples provide a fairly representative sample of the range of specifications and programs relevant to computer security.

rdist

Rdist is a program to update identical file systems on distributed hosts. It is executed on a machine which contains the master copy of the files, and it checks the other machines for outdated copies, replacing them as necessary.

Rdist was found to have a flaw that would allow a user to alter the permissions on any file in the system. A user can utilize a race condition in the program to apply the chmod operation to a different file then the one rdist is copying the data into.

A truncated slice of rdist with respect to the chmod system call is shown in Figure 4; the behavior of the chmod system call, because it changes permissions in the file system, is a focus of a property-based test. The destination file (new) is first created, then its path is checked for correct permissions. Data is read into the file, and then the file is closed. Only at this point are the files permission bits changed. The race condition arises when some other process makes a change to the file before the chmod system call is made.

Although rdist is a very large program, this flaw can be detected with a simple security requirement; no file’s permission bits can be changed unless the user owns the file. Standard specifications of the

6Chmod changes the file’s permission flags in UNIX.
permission-checking system calls would determine when the state predicate `owns(user, file)` is asserted; this is related to system call which changes permission bits to form slicing criteria.

**fingerd**

`Fingerd` was the cause of several security breaches. The flaw was caused by an overflow of the buffer which holds some of the input data. Portions of the stack were overwritten, which allowed the user of the program to execute code which had been entered as part of the input argument. Before this flaw was extensively exploited by the Internet Worm [16], fingerd was run setuid root, and so the flaw allowed system penetration. This flaw is a violation of a well-behavedness property, which is found by testing for well-behavedness requirements.

**ftpd**

Some versions of `ftpd` contained a flaw which allowed any user to read or write any file on the system. The flaw was caused by an unanticipated path through the program which could bypass the authentication routines. Sufficiently sophisticated dataflow coverage metrics would require this path to be executed in a complete test relative to an authentication/access specification, and so the flaw would have been discovered through property-based testing.

**Scope of the domain**

Property-based testing is designed to effectively test single programs for security flaws. It is important to realize where this capability fits into a complete picture of a secure system.

A program is tested against a given set of specifications that describe security flaws. Assuming the testing process does not reveal any flaws, a level of assurance is gained about the software in question. This level of assurance is dependent upon the quality of security specifications.

There are flaws for which it is difficult to write specifications. Consider a general scenario where program P1 provides input data for program P2. P2 is permitted to perform some privileged actions in some restricted way, but the input data that P1 provides is able to cause a security breach in P2. This flaw might have been found in a property-based test of P2, but what if the input language for P2 is a complex programming language in and of itself? It may not then be feasible to test P2 (which is in effect a compiler) for security flaws. Testing, validating, or verifying compilers is a hard research problem for which there are no easy solutions. One approach that property-based
testing could offer would be to analyze each individual “program” which is passed from P1 to P2, but this would require building dataflow analysis tools for the new language.

A generalized version of this problem is where a flaw is manifest when programs are run sequentially, each one changing the security state of the system in some minor, harmless way. Thus, each individual step is seen to be free of security flaws (through analysis with property-based testing). However, if the n programs are run sequentially, a larger, harmful change in the security state is brought about. One example of this involving only two programs is as follows: one program changes the password of the user running the program to some fixed string, and the second program sends this string to some other site on a network. In this case the first program might be identified as insecure (although in some instances password-changing programs must be allowed); the second program in itself seems to be quite benign.

To catch this flaw in general, some global reasoning must be done on the whole set of security specifications for a system. This set must be analyzed for flaws which occur only when programs are used in conjunction with each other. A model of the whole system must be created, including the concept of secure and insecure states. Thus, our specification model implemented in the Tester’s Assistant is adequate only for particular flaws in privileged programs.

5 Architecture of the Tester’s Assistant

The five components of the Tester’s Assistant are the specification language, the slicer, the dataflow coverage analyzer, the execution monitor, and the test data generator. A human tester would use the system by selecting and creating specifications and selecting some initial test data for the program to be tested. The execution monitor detects when an incorrect execution occurs. If no incorrect execution occurs, slices of the program are examined for their dataflow coverage information, and more test data is generated as a result of this analysis.

All of the components coordinate through a common dataflow program representation. To generate the dataflow representation and construct the instrumentation necessary for coverage analysis and monitoring, the ELI [17] system is used. ELI is a text processing and compiler construction toolkit. In ELI, high-level specifications are converted into high-performance executable translators and compilers. Using ELI, we are able to quickly prototype the Tester’s Assistant.

The dataflow representation has been implemented. The slicer is partially implemented: it is operational on multi-procedure programs using most of C’s operations and properties, relying in part on algorithms from [10], [2], and [5]. Pointer anti-aliasing will be introduced to make slices more efficient. Currently, the slicer makes worst case assumptions about pointer aliasing, though the well-behavedness assumption limits the scope of the aliasing assumptions. Library and system calls are being specified as necessary. Slicing criteria are currently limited to a single variable and/or system call. Technical tasks for the short term are to improve the slicing algorithm and to provide a richer language for expressing slicing criteria. A harder problem to be addressed is to produce templates or other devices for automatically associating complex concepts in the specification (like authentication) to source code.

Below, we describe the issues involved with the other components of the Tester’s Assistant, and the benefits gained from including them in the tool set.

Dataflow testing

Ad hoc testing, the repeated application of arbitrarily selected test data to a program, can only confirm negative properties about the program. The only concrete information that can be gained is that an error has occurred; no positive generalities can be drawn from a successful test. Formal coverage analysis is an attempt to rectify this situation. Coverage analysis based on coverage metrics codifies the portions of the program which is used in an execution of a set of tests.

There is a wide variety of coverage metrics. The simplest coverage metric is statement coverage. In this measure, each program statement is executed at least once in complete code coverage. If the coverage is not complete, an indicator called coverage percentage is used to calculate the ratio of tested code to total code. Code that is not executed by such a test suite is referred to as a “gap” in the coverage.

As Hamlet demonstrates [6], simple coverage metrics can easily result in flawed code going undetected. Hamlet suggests that data-flow coverage approaches are superior. Data-flow coverage is a term that encompasses a variety of coverage schemes based on measuring coverage of sub-paths of a program from the definition of a variable to its uses. Covering def-use paths [8], allows complicated flaws to be exposed.
Computing complete dataflow coverage information becomes inefficient as the program size increases. Information needs to be kept on each individual path through the program; the number of paths grows exponentially with the size of the program. However, when testing for a specific security property encapsulated in a specification, it is only necessary to calculate the coverage metrics on paths which are contained in the slice. This reduction in the space of paths makes dataflow testing feasible in the Tester’s Assistant.

Execution Monitoring

A test run of a program needs an oracle that indicates whether or not the execution produced the correct results. Manual inspection of the output of an execution is infeasible in many situations, and at best error-prone, especially if correct behavior must satisfy numerous security requirements. We create executable oracles derived from the security requirements.7

The use of specifications as oracles to test programs is not new: Richardson [13] and Sankar [15] [14] used specifications to generate assertion-checking functions. What is unique about our approach is the relative (small) size of the specifications, and the ability to associate them with a slice of the program. For certain programs, in addition to adding predicate assertions, we track an abstract “state” of the program (for instance, the current uid).

Testing programs with respect to security specifications has a distinctive characteristic as compared with the testing with respect to general properties. Most security specifications capture “safety” properties – i.e., bad things should not happen. In current operating systems, the state can be changed only through invocation of system calls to the kernel, so state checking only need be done at these points in the program.

One method being explored to accomplish security-based execution monitoring is through system call audit trail analysis [7]; traces of system calls are collected by the operating system and analyzed in real time. For many security flaws, this form of execution monitoring is both effective and efficient.

But, using auditing as a basis for testing programs has limitations. Most current auditing systems do not record all parameters of system calls; hence, not all the information about an event is recorded. For instance, how a program modifies a file and a password which is typed in cannot be inferred from the audit trails. In addition, some specifications, like authentications, are hard to check in this manner.

To produce a more effective execution monitor, we add code to the program for the purpose of monitoring the adherence to specifications. Information from the slice can be used to insert monitoring code at exactly those locations which can influence the specification assertion.

Test data generation

So far, our discussion of property-based testing has assumed that a human generates test data. But, in part, the process for test data generation can be automated. Using a slice as an intermediary between a specification and test data generation is the key.

In symbolic evaluation [3], input data is represented by variables, and execution is controlled by a meta-interpreter for the language. As computations are made, and the path of execution traverses conditional expressions and loops, the current values of program variables are kept as a set of constraint equations characterizing the relative values of the variables. These constraint equations can be solved, and some attempt made to provide closed form representations of output variables in terms of input variables; input data can then be selected which produces “interesting” output values. Often interval arithmetic is used in these computations. One limitation is that the constraint equations can easily become too difficult to solve automatically, requiring assistance from either a human or a mechanical theorem prover. Additionally, loop invariants and assertions often need to be provided in order to make simplifying inferences about the behavior of loops.

However, symbolic evaluation becomes feasible when conditional expressions and loops are eliminated [4]. If the results of the coverage analysis reveal unexecuted paths, each path can be given to the symbolic evaluator for test data generation. Since for a path through the program, the results of all conditional expressions and loop predicates are fixed, many of the computational difficulties are eliminated.

6 Discussion

We are investigating the technique of property-based testing as a way to address security testing of software. In property-based testing, specifications are used to slice a program to an executable subset relevant to the specification. Manual methods are used to derive test data for the slice. The specifications
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7In the case of oracle specifications, a precise specification is needed; this is in contrast to the use of specifications in slicing, in which case only vague specifications are sufficient.
are also used as an oracle, when the data is applied to the slice. Dataflow coverage metrics measure the effectiveness of testing, in addition to focusing attention on suspicious sections of code that deserve a closer look. A testing environment, the Tester's Assistant, is being developed to evaluate the effectiveness of property-based testing for C programs.

Property-based testing is being applied to UNIX utility programs, which are the major source of security problems in UNIX. Although we have not captured all security-relevant behavior of UNIX in our specifications, the specifications we have written to represent integrity requirements have been surprisingly easy to produce and are very concise—typically just a few lines of predicate logic. Furthermore, the reduction in program size due to slicing is substantial. In some instances, analysis of system audit trails can be used in execution monitoring, reducing the amount of program instrumentation necessary to test.

Work is continuing on the development of the Tester's Assistant. We are extending the set of examples the Tester's Assistant can be applied to, including extending the slicer to handle concurrent programs. We are also studying other applications (e.g., safety properties) where the specifications might be easy to write and the benefits of slicing are substantial.
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